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1 Introduction
In social network analysis (SNA), relationships between members of a network are enco-

ded in an undirected graph where vertices represent the members of the network and edges
indicate the existence of a relationship. One important task in SNA is community detection,
that is, clustering the members into communities such that relatively few edges are in the
cutsets, but relatively many are internal edges. The clustering is intended to reveal hidden
or reproduce known features of the network, while the structure of communities is arbitrary.
We propose decomposing a graph into the minimum number of relaxed cliques as a new me-
thod for community detection especially conceived for cases in which the internal structure of
the community is important. Cliques, that is, subgraphs with pairwise connected vertices, can
model perfectly cohesive communities, but often they are overly restrictive because many real
communities form dense, but not complete subgraphs. Therefore, different variants of relaxed
cliques have been defined in terms of vertex degree and distance, edge density, and connec-
tivity. They allow to impose application-specific constraints a community has to fulfill such
as familiarity and reachability among members and robustness of the communities. Standard
compact formulations fail in finding optimal solutions even for small instances of such decom-
position problems. Hence, we develop exact algorithms based on a Dantzig-Wolfe reformulation
and branch-and-price techniques. Extensive computational results demonstrate the effective-
ness of all components of the algorithms and the validity of our approach when applied to
social network instances from the literature.

2 Contributions and perspectives
In this work, we introduce the problem of decomposing a graph into a minimum number of

relaxed cliques as a new method for community detection. While in prior works the resulting
clusters generally do not have any structure, the different clique relaxations allow to impose
application-specific constraints a cluster has to fulfill. Using the eight types of first-order clique
relaxations, we identify new relevant types of decompositions with first-order relaxed cliques.
In particular, for non-hereditary relaxed cliques one must distinguish between partitioning and
covering the network. Moreover, since a basic requirement for communities is connectivity,
we introduce the concept of connected relaxed cliques. As a consequence, decomposing into
connected or general relaxed cliques gives rise to different problem variants. Our type of ap-
proach is useful in cases where one has a good understanding of what defines a community. For



three prominent examples from social network analysis, we demonstrate that decomposition
into relaxed cliques reproduces some known features of the network.

From an optimization point of view, decomposing into relaxed cliques is a hard problem.
Our exact solution approach is based on branch-and-price, where pricing requires the de-
sign of new effective algorithms and branching the development of complete and preferably
structure-preserving branching rules. For pricing, we propose a new CB&B for s-club, a mo-
dified version of RDS for hereditary relaxed cliques that is able to handle connectivity and
negative weights, and new MIP models for s-bundle and k-block. For branching, a comparison
of different branching schemes revealed that Ryan-Foster branching is superior although it is
not structure-preserving for the pricing problem.

The contributions of this work are the following :

— the formal introduction of various Relaxed Cliques partitioning and covering problems
as a new approach for community detection ;

— the presentation of a generic compact formulation of these decomposition problems ;
— the development of branch-and-price algorithms for their exact solution ;
— the introduction of connectivity conditions that each Relaxed Cliques has to respect and

the discussion of their implications on pricing algorithms and branching ;
— two new mathematical programming formulations for finding k-blocks and s-bundles, i.e.,

relaxed cliques defined on the basis of vertex-connectivity ;
— new combinatorial branch-and-bound algorithms for finding maximum-weight s-clubs

and connected hereditary relaxed cliques able to cope with general weights ;
— the presentation of branching rules that are structure-preserving in the sense that the

pricing problem remains structurally unchanged ;
— the presentation of a comprehensive computational study including the application of the

new models and algorithms for detecting communities in some real-world social networks
that are intensively studied in the SNA and community-detection literature.
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