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1 Introduction

In [1, 2], a new algorithm for solving linear programming problems with bounded variables
was suggested. This algorithm uses the concept of hybrid direction in order to move from one
feasible solution to a better one. In this work, we suggest a new hybrid direction algorithm
for solving linear programs. In Section 2, we state the problem and give some definitions. In
Section 3, we present the suggested method. Finally, Section 4 concludes the paper.

2 Problem statement and definitions

Consider the linear programming problem :
max z = ¢!z, subject to Az =b, | <z < u, (1)

where ¢ and x are n-vectors; b an m-vector; A an (m x n)-matrix with rankA =m < n; 1
and u are finite-valued n-vectors. We define the following sets of indices : I = {1,2,...,m},
J={1,2,...,n}, J=JgUJn, JgNJy =0, |Jg| = m. The set Jp is called a support if
det(Ap) = detA(1,Jp) # 0. An n-vector z is called a feasible solution (FS) if it satisfies the
constraints of problem (1). A FS 2V is called optimal if it maximizes the objective function
z(x) = cTx. A FS 2¢ is called e-optimal if z(2%) — 2(2¢) < €, where 2° is an optimal solution
for the problem (1) and € is a nonnegative number.

3 An iteration of the method

Let {x,Jp} be a support feasible solution (SFS) for the problem (1), € a nonnegative
number chosen in advance and n > 0. We compute the m-vector of multipliers 7, the n-vector
of reduced costs AT = (AL AT) = (0,A%) and the suboptimality estimate 3 as follows :

al = CEA;, A]:C, =al Ay — C}C,, where cg = ¢(JB), env = c(JIn), An = AL, JN), (2)
B=BJp)= > AL+ Y Ajw—uy). (3)
JEA;>0,5€ N A;<0,5€TN

If B < e, then the algorithm stops with the e-optimal pair {z, Jp}. Else, we compute the
following sets of indices :

Jup={i€JIn:A;>n(x;—1;) and z; > L}, Iy = {j € Iv : Aj < n(z; — uj) and zj < u;},
Iyt ={1 € In 0 <Ay <nlzj =)}, Jyy =17 € Iv i nlz; —uy) < Aj <0},
Jyp={i€JIn:A;>0and zj =1}, Jypg=1{j€ Jv:A; <0and z; =u;},

Ino=1{j €Iy Aj =0}, Inr =T, Udnys Invg = Jhp Udng Ive = JnoUddsUJxg.



Let us define the quantities v and u as follows :

v= ) AL+ > Aj(i'«“j—uj‘)Jr1 oA (4)

]EJ;I jEJJTJI 7 .7€J;EUJ1;E
1
p=— Y Nl =) = Y Ayl —w)t >, AL (5)
jEJJtE jeJ};E jeJ;EUJJ;E

We can prove that 3 =7 —p <+, v >0 and p > 0. We define the direction d as follows :
dj :lj—:cj, if j € J]—\’—TI; dj =Uj; — Tj, if j € J]T]I;
dj = =24, if j € Typ U dj =0, if j € Jyg; dp = d(Jp) = —Ag' And(Jy).
Note that the direction d is feasible : Ad = 0. In order to improve the objective function
while remaining in the feasible region, we compute the step length 6° along the direction d as
follows :

(6)

0° = min{0;,,0;,,1}, 0;, = min{0;,j € Jg}, 0;, = min{0;,5 € Jng}, (7)
where 9]' = (Uj — l‘j)/dj, if Clj > 0; 9]' = (l] — l‘j)/dj, if Clj < 0; 0]' = 00, if d]' = 0.
Then the new FS is = x + 6°d. We can prove that z(Z) — z(z) = 0%y = 0°(3+p) > 0 (d is
an ascent direction) and 8 = 3(z, Jg) = (1 — 0°)3 — °u < 3 (the suboptimality decreases).
If0° =1, then JypUJyp=0= pu=0= 3=0.S0 {z,Jp} is optimal.
If B < e, then the algorithm stops with the e-optimal pair {z, Jp}.
If 0° = 0;,, then we start a new iteration with the pair {Z, Jg}. Else (0° = 0;, < 1), we
compute the n-vector k = x + d and the real number oy = kj, — Z;,, where j; is the index
computed in (7). We compute the dual direction ¢ :

tj, = —sign(an); t; =0, j #j1, j € Jp; th =tHA5 An. (8)
We compute the sets : Jiy = {j € Jno : t; > 0}, Jyo = {j € Jno : t; < 0}, and the quantity :
a=—laol+ Y tlki—l)+ Ytk —uy). (9)
TET MU J€InoU N p
We compute the new reduced costs vector and the new support as follows :

A=A+ and Jg = (Jp\ {j1}) U {Jjo}, where

—A; .
=, if Ajtj <0;
0" = 0;, = min{o;}, with o; = 0, ifj € Jo and rj 7 uj; (10)
J€JIN 0, if j € Jy, and K # 1j;
0, otherwise.

We can prove that E = B(z, Jg) = B(z,Jg) + o a. If E < ¢, then the algorithm stops with
the e-optimal pair {Z, Jp}. If a > 0, we start a new iteration with the SFS {z, Jp}. Else, we
start a new iteration with the SFS {z, Jp}.

4 Conclusion

In this work, we have suggested a new hybrid direction method for solving linear programs
with bounded variables. In futur work, we will compare it with the simplex algorithm [3] on
randomly generated and practical test problems.
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